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Chapter 1 Introduction

Three dimensional turbulent boundary layers (3DTBLs) demonstrate chaos. This apparently un-
predictable behavior is paradoxically described by physical laws; the Navier-Stokes equations
(momentum principle), the continuity equation (conservation of mass), and the energy equation
(conservation of energy) embody these laws for fluid flow. Given the proper initial conditions,
these equations can predict the activity of any 3DTBL. Unfortunately, their complexity prevents
timely solutions using modern computers except for the simplest of flows. A simplification must
be introduced if general solutions are to be made practical.

Any simplification must have physical significance. Observation of the flow's structure may pro-
vide a solid background for uncovering flow relationships that reduce the equations of motion.
This paper will examine near-wall coherent structure behavior for a 3DTBL. Prior coherent
structure research has focused mainly on 2DTBLSs, particularly flow over a flat plate. Robinson
(1991) provides a good overview of this research. Numerous experimental techniques have been
developed for examining flow coherent structure; these methods can be divided into three catego-
ries: flow visualization, multi-probe measurements, and statistical analysis. Flow visualization in-
volves the introduction of a visible marker into the fluid; popular markers are smoke, hydrogen
bubbles, and dyes. Multi-probe hot-wire or hot film anemometers provide correlated velocity
measurements over multiple points in a plane. Statistical analysis attempts to correlate single
point velocity events with structural dynamics. Popular statistical techniques are quadrant analy-
sis (Willmarth & Lu, 1972) and the variable-interval time average (VITA) method (Gupta, et. al.,
1971).

Despite the amount of data collected, debate still continues over the structural model of the sim-
ple 2DTBL over a flat plate. The debate highlights the limitations of the experimental techniques.
The two biggest limitations are observability of the flow field and correlation of velocity events
with structural events. None of the techniques can accurately observe a large volume of flow.
Although flow visualization methods observe markers as they travel in a volume; recording de-
vices lose depth information and essentially map the flow structures onto a plane (Robinson,

1991; Fleming and Simpson, 1994). Limitations of these recording devices also restrict flow visu-
alization experiments to low Reynolds number flows. A multi-sensor hot-wire anemometer inter-
feres with the flow. The interference forces a minimum separation between probes; thus, the
probes cannot observe structures whose length scales are smaller than a certain distance (Robin-
son, 1991). Many statistical analysis techniques concentrate on only one or two points in the flow
field. However, they are also the most flexible in their applicability. Recent advances in Laser
Doppler Velocimetry (LDV) techniques can provide data that penetrates the sublayer, even within
high Reynolds number flows of engineering interest. Statistical analysis techniques are the only
currently viable option for examining the structure of these flows.

Identifying the passage of a coherent structure is only the first step. Structural events must be

mapped to flow quantity changes in order to complete the dynamic model of the flow. None of
the techniques provides a perfect solution to this problem. The flow visualization techniques
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provide good qualitative identification of coherent structures. Only bubble visualization can be
used to extract quantitative results; even so, many factors limit the accuracy and type of the quan-
titative data that can be extracted. These factors include accuracy of recording optics, bubble de-
formation and dissolution, and differing histories for the flow and the bubbles. Multi-probe,
hot-wire anemometers provide moderately accurate quantitative data. Identification of structural
events is partly interpretive, based on the expected behavior of coherent structures either ob-
served in flow visualization experiments or existing in a hypothesized structural model. Assuming
the accuracy of the coherent structure model, the correlated muli-point measurements obtained
from multi-probe anemometers allow a strong mapping between structural and quantitative
events. The direction or temporal characteristics of coherent structures unveiled by multi-probe
anemometers are difficult to determine since measurements are made only in a plane; thus, results
remain open to some uncertainty. Statistical techniques rely entirely on a pre-existing structural
model for identification of structural events. The direction and temporal characteristics of a co-
herent structure cannot be determined; this limits the scope of the results and leaves them open to
wide interpretation. Using single point data in statistical analysis provides poor mapping between
structural and quantitative events. Such a mapping relies on the assumption of dominance, i.e.
coherent structures are the dominant producers of correlated velocity fluctuations. All other ve-
locity fluctuations are random or weakly correlated. However, statistical analysis is the only op-
tion available for extracting structural results from highly accurate LDV measurements. '

Direct numerical simulation (DNS) of fluid flow has recently become a viable tool for examining
flow structure. It carries fewer limitations than the experimental methods. It provides observabil-
ity of a large volume of fluid with simultaneous velocity measurements. However, current com-
puting technology still restricts the flow to simple geometries at low Reynolds numbers. DNS
also has its own problems. The amount of data supplied by DNS is orders of magnitude larger
than that typically gathered from experimental techniques. New visualization and analysis tech-
niques have been and continue to be developed for interpreting the data. The fidelity of these
simulations also remains in doubt. These simulations have shown good correlation with known
mean velocity and Reynolds stress measurements. However, the uncertainty surrounding struc-
tural experiments makes it difficult to determine whether simulated coherent structures match re-
ality. Simulation of an experiment provides the simplest verification solution; unfortunately, such
a simulation introduces complications such as mixed fluids (e.g. markers) or complex geometries
(e.g. probes). Nevertheless, DNS studies have provided valuable input into the flow structure de-
bate and have narrowed the possible structural models (Robinson, 1991).

Lack of consensus on the structure of 2DTBLs has not prevented structural experiments using
3DTBLs. These experiments generally concentrate on those aspects of TBL structure for which
some agreement does exist, namely quasi-streamwise vortices, wall layer streaks, and the
ejection/sweep process. Most experiments are constructed as initial two dimensional flows expe-
riencing imposed three dimensionality downstream making comparisons between 3DTBLs and
2DTBLs simple. These experiments include the swept step and turning channel flows of Flack
and Johnston (1993), a revisiting of the turning channel flow by Flack and Johnston (1995), and
the wing body junction flow of Fleming and Simpson (1994). Chiang and Eaton (1993)



performed flow visualization on the fully developed 3DTBL of a rotating disk flow. Sendstad and
Moin (1992) also produced a DNS study of a 2D channel flow experiencing a sudden spanwise
pressure gradient.

Thus far, the use of statistical analysis techniques in examining 3DTBL structures have largely
been ignored. The main obstacle in using statistical techniques to examine 3DTBL structures is
coordinate system choice. Sendstad and Moin (1992) noted that results from octant analysis (a
3D extension of quadrant analysis) differed depending on the coordinate system chosen. Never-
theless, statistical analysis techniques have important benefits and can significantly contribute to
the understanding of 3DTBL structures. They are the only techniques generally applicable to a
wide range of flows, particularly high Reynolds number flows of engineering interest. They are
the only techniques that can take advantage of the highly accurate data obtained from LDV de-
vices. This paper takes a thorough look at one of these techniques, octant analysis. The paper
examines application issues including coordinate system choice and compares the octant analysis
results with other recent studies in 3DTBL structure.

This paper uses the LDV data of Chesnakas, Simpson, and Madden (1994); this data was taken
on the leeward side of 6:1 prolate spheroid inclined at 10°. It is one of the few data sets that
reaches down to the sublayer (y* ~ 7-11) in a high Reynolds number flow (Re, ~ 4.2 x 10°). This
was made possible by the novel construction of the LDV probe used in the experiment. The three
component LDV probe, developed by Dr. Christopher Chesnakas (Chesnakas & Simpson, 1994),
was placed inside a 6:1 prolate spheroid model. It examined the flow through a plexiglass win-
dow grafted onto the surface of the model. This setup nearly eliminates the relative motion that
would exist between the model and the measurement volume if the probe were external to the
model.



Chapter 2 Facilities And Instruments

2.1 Stability Wind Tunnel

The LDV data examined in this paper was gathered in the Stability Wind Tunnel located at Vir-
ginia Polytechnic Institute and State University. The Stability Wind Tunnel is a continuous re-
turn, subsonic wind tunnel. A 600 HP fan, 4.27 m in diameter, provides a maximum speed of 80
m/s in the 1.8 x 1.8 m test section which is 25 m long; this fan was recently fitted with new blades.
Downstream of the fan, an air exchange tower stabilizes the flow temperature to the local atmos-
pheric temperature. The flow then passes through seven anti-turbulence screens in the settling
chamber and a 9:1 contraction ratio nozzle. Together, they limit the turbulence level of the test
section flow to 0.03% with another 0.03% due to unsteadiness. Vortex generators and a diffuser
of 3° slope follow the test section. Streamlined turning vanes occupy the diagonal of every corner
in the wind tunnel loop to reduce swirl. An airtight test and control room enclose the test section
to minimize air exchange with the test section, since the total pressure in the test section equals
atmospheric pressure.

2.2 6:1 Prolate Spheroid Model

The axis of the model is 1.37 m in length, and its maximum diameter is 0.229 m. Three hollow
sections link to form the model whose shell consists of 6.3 mm of fiberglass bonded to an alumi-
num frame. The center piece contains supports for a sting. The forward and aft sections are iden-
tically constructed; interchangeable nose and tail pieces connect to their ends. The tail allows the
sting to pass through the model and mate with the center section.

A 0.75 mm thick Plexiglas window occupies a 30 x 150 mm portion of the aft section to allow
optical penetration of the LDV beams into the flow. This window, molded to the curvature of the
model, is mounted flush with the model surface to within 0.1 mm. Wax, applied to the window's
edges, smoothes away any steps between the model and window surfaces. At x/L = 0.2, an
acrylic-post trip dots the circumference of the model. Each 1.2 mm diameter post stands 0.7 mm
high at a spacing of 2.5 mm. The trip stabilizes the laminar/turbuletn transition location.

2.3 LDV Probe

The three component, fiber-optic LDV probe (Figure 69) was designed and constructed in the
AOE department of Virginia Tech (Chesnakas and Simpson, 1994). The probe measures three si-
multaneous, orthogonal velocity components. The three correlated velocities allow direct calcula-
tion of the Reynolds stress tensor. The compact design places the transmitting and receiving
optics inside the model. This design produces three advantages over external devices. The probe
does not disturb the flow. The probe is physically close to the measurement volume; thus, the use
of short focal length optics maximizes the signal-to-noise ratio. Since the probe is attached to the
model frame, relative motion between the measurement volume and the model is negligible.



The probe head is mounted on a two component traverse that remotely positions the probe to a
limit of + 2.5c¢m along both the model axis and radius. A cable connected to the lead screw of a
linear stage controls axial movement. A rotary-encoded servo-motor, which produces 20,157 en-
coder counts per centimeter, drives radial movement. Repeatability of radial position is + 10m.
The probe and traverse assembly weighs 1.1 kg and occupies a volume of 21 x 11.7 x 8.25 cm.
An etalon-tuned, argon-ion laser produces the light for the probe. A series of mirrors and prisms
splits the laser light into five separate beams; three are green (514.5 nm) and two are blue (488
nm). Bragg shifting differentiates similarly colored beams. The green beams experience shifts of
-27 MHz, 0 MHz (unshifted), and +40 MHz. One blue beam is shifted +40 MHz; the other re-
mained unshifted. Single-mode, polarization-preserving fibers direct the beams to the probe.

The probe supports three sets of optics; two transmit and the third receives. The transmission as-
semblies, each with a lens of focal length of 88 mm, focus the 1.1 mm diameter, collimated beams
to intersect a volume 55 um in diameter. The resulting fringe spacing is 5 um. The optics direct
the beams through the model window at an angle of 45° and p-polarize the beams with respect to
the window; this reduces reflections. Each of the transmission optics handles beams of a single
color. The green beams measure two orthogonal velocity components. The blue beams detect
the third orthogonal component (see section 4.2.2 Probe Coordinates). The 60 mm, {/2.4 receiv-
ing assembly collects back-scattered light at 45° to both of the transmission optics. This off-axis
angle prevents the entrance of direct, beam reflections off the window.

A 62.5 um gradient index fiber leads the light to two photomultiplier tubes. A dichroic filter
separates the captured light into its green and blue components. Three Macrodyne FDP3100 fre-
quency domain signal processors manipulate the photomultiplier output. These processors per-
form a fast Fourier transform (FFT) on each incoming Doppler burst to extract the peak
frequency. The processors can communicate with each other to force coincidence criteria on all
three signals; therefore, the Macrodynes automatically correlate the three velocity components. A
DOSTek GPIB acquisition board, plugged into a 386SX/20 PC, collected the Macrodyne output;
accompanying software recorded the data into a DOS file.

2.4 Seeding System

Dr. Christopher Chesnakas designed the seeding system. The seed consisted of polystyrene latex
(PSL) spheres 0.7 um in diameter. One part 6.5% wt. PSL solution was mixed with 280 parts
ethanol. Two Spraying Systems Incorporated air-atomizing paint spray nozzles introduced this
mixture to the tunnel just downstream of the anti-turbulence screens. The ethanol would quickly
evaporate, leaving a cloud of PSL that expanded around the model to a height of about 10 cm.

2.5 Miscellaneous

A Pitot-static tube with a Datametric Model 1173 manometer measured the free-stream dynamic
pressure. A Valdyne Model DB99 digital barometer indicated the static pressure in the test sec-
tion. An Instrulab Model 1563 digital thermometer displayed the free-stream temperature.



Chapter 3 Experimental Techniques

3.1 Model Geometry And Measurement Location

Before discussing the experimental techniques, the nomenclature used to describe the 6:1 prolate
spheroid and the measurement locations must be established. The model used in this study is a
6:1 prolate spheroid (Figure 3.1). The rotation of an ellipse about its major axis creates the vol-
ume enclosed by a prolate spheroid. The 6:1 ratio designates that the major axis of this ellipse is
six times longer than its minor axis. Throughout this paper, the ‘major axis' (L) and the spheroid's
'axis' are synonymous. Any plane that intersects the model perpendicular to its axis reveals a cir-
cular cross section.

1.37m

Figure 3-1: Prolate Spheroid

Three quantities define location of the measurement volume with respect to the model (Figure
3.2): the percentage axis position (x/L), its distance from the model surface (rory), and an angle
(9). A line, perpendicular to the axis, can connect with the center of the measurement volume.
The distance between the line and the nose of the model is x. The volume hovers above the per-
centage of the axis, x/L. R (or y) is the distance, along this line, from the volume's center to the
model surface. A plane containing the line and perpendicular to the axis cuts a circular cross sec-
tion of the model. One radius points directly to the model's windward side. The angle that runs
from the windward radius to the radius, which intersects the measurement volume, is ¢.

Throughout this paper, a shorthand notation is used to identify the radial and axial coordinates of
the measurement location. This shorthand combines the radial location ¢ with a character repre-
senting the axial location. The valid characters are 'a' (x/L = 0.7722), 'b' (x/L = 0.7622), and 'c'
(*/L =0.7522). (The characters are allocated from the greater to smaller axial location because
that was the order in which the data was collected.) Thus, the profile designation, 123b, identifies
¢ =123° and x/L = 0.7622.
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Figure 3-2: Measurement Location

3.2 Calibration

The edge of a rotating wheel of known diameter and angular velocity was placed before the LDV
probe. The signal frequency produced by the scattered light allowed calibration of the fringe
spacing to +0.5%. This translates to an identical uncertainty in the velocity measurements. To
calibrate the radial positioning of the traverse, the measurement volume was lowered until it
touched the model window. The signal processing instruments could not determine this event; as
the measurement volume gets closer to window, the glare off the model window from the five
beams converges and floods the receiving optics. The small signal-to-noise ratio makes it difficult
to recognize the Doppler burst that should occur when the measurement volume enters the win-
dow. Instead, the beam reflections were examined using a magnifying lens from an angle taiigent
to the window surface. When the reflections overlap, the measurement volume is coincident with
the surface. The estimated uncertainty of this procedure is one third the diameter of the measure-
ment volume, +19 um. The expansion (or contraction) of the model with temperature change
also contributes to the position uncertainty. The tunnel has no controls for maintaining a pre-
defined temperature. The ambient temperature in the tunnel behaves as the local atmospheric
temperature outside the tunnel facility. It rises as much as 20°F from morning to mid-afternoon
and drops an equivalent amount by nightfall. To minimize the impact of the model expansion and
contraction, the radial position of the probe was re-calibrated under the following conditions:
every morning, before measurements were made at r < 0.04cm, a 5° or greater change in tempera-
ture since the last calibration, and every time the model was rotated. Overall, the positioning er-
ror is large when compared with the distance of the lowest point (100 pm). Therefore, a scheme
employing the Spalding continuous law of the wall velocity profile was derived to refine the posi-
tion of the surface after taking data (section 5).



3.3 Test Conditions

All tests occurred at a 10° angle of attack and a Reynolds number of 4.2x10° (based on the model
axis and the tunnel velocity). Three axial locations (x/L= 0.7522, 0.7622, and 0.7722) were ex-
amined. Surface oil flow visualization (Ahn, 1992) had shown that primary separation occurs at
approximately 123°. Because of a desire to view the development and effects of separation,
boundary layer profiles were taken at the circumferential positions shown in Table 3-1. Unfortu-
nately, a later paper by Wetzel, Simpson, and Chesnakas (1997) would show that oil flow visuali-
zations under-predict the separation location. That paper established a revised separation location
of ~140°, beyond any of the locations measured in the experiment.

Table 3-1: Measurement Locations
¢ Location
x/L 105 110 115 120 123 125 130
0.77 Kk X X X X X X
0.76 X X X
0.75 X X X

Throughout this paper, the measurement locations are identified using an abbreviated scheme.
The abbreviation consists of the ¢ location followed by a single character representing the x/L lo-
cation. The valid characters are 'a' (x/L = 0.7722), 'b' (x/L = 0.7622), and '¢' (x/L = 0.7522). For
example, profile 123a refers to the measurement location: ¢ = 123° and x/L = 0.7722.

Fourteen logarithmically spaced locations form each profile. They run from 0.01 cm to 2.5 cm;
Table 3-2 lists these radial positions.
Table 3-2: Radial Locations
R (cm) Missing at Location(s)
0.01
0.02 x/L=0.7722 ¢= 125° & 110°
0.02
0.03
0.04
0.08
0.15
0.25
0.50
1.00
1.50
2.00
2.50 x/L=0.7722 ¢= 130°
A collection of 16,384 velocity vector (u, v, w) measurements were the goal for each point.
However, problems arose at r = 0.01 cm and 0.015 cm. For some profiles, the data rate of the
lowest points became very small (< ~100 measurements/second). At this rate, seed would accu-
mulate on the model window; and laser reflection off these particles would enter the receiving




optics. The signal processing system would produce a continuous stream of zero velocity vec-
tors. These erroneous values would later be removed from the data using a computer program;
thus, the number of valid measurements would be reduced below 16,384. Occasionally, the seed-
ing system would empty in the middle of a run. If the amount of data taken at that point was
close to the goal (~11K or greater), then the data would not be retaken.

A summary of the data collection process follows. First, the probe would be remotely com-
manded to the next radial position. Then the tunnel velocity would be adjusted, according to the
tunnel temperature and static pressure readings, so that the Reynolds number remained constant.
The seeding system would be turned on. The downmix frequencies would be modified so that the
initial signals fell into the middle of the Macrodyne processors' frequency range. (This was ac-
complished by either viewing the FFT's on the processor LCD displays as they were produced or
by using the vendor-supplied software to construct dynamic histograms.) Next, the DOSTek
board was commanded to collect the data and write it to a file. That file would immediately be
run through a program written by the author called LDVS (LDV Statistics). The program gener-
ated velocity statistics (means, variances, etc.) and histograms. The histograms would be used to
verify that no severe "clipping" had occurred (i.e., no important frequencies fell beyond the range
of the processors because the downmixing frequencies were not maximally set). If clipping had
occurred, the downmixing frequencies would be changed accordingly and the data would be re-
taken. For every three points (also, at r= 0.01cm, r= 0.015¢m, and when the model was turned to
the next ¢ location), the tunnel fan was turned off so that the model window could be cleaned;
and the seed system was refilled.




Chapter 4 The Flow Field

The prolate spheroid (section 3.1) is a simple geometry that produces a well-defined 3DTBL on
its leeward side when inclined at a positive angle relative to the flow. Figure 68 illustrates the
general flow characteristics. The flow separates from the leeside of the prolate spheroid at the
point marked S,. The separated flow rolls up into a strong primary vortex which induces a num-
ber of smaller secondary vortices. The flow reattaches at R, and R,. The flow field is symmetri-
cal about the x-z plane.

The prolate spheroid flow has been studied by a number of groups over the past two decades.
Previous experiments at the DFVLR recorded surface flow, surface pressure, skin friction, mean
velocity, and Reynolds stress tensor for a prolate spheroid at Re, = 7.7E+06: Meier and Kreplin
(1980), Kreplin, Vollmers, and Meier (1982 and 1985) and Kreplin and Stager (1993). Similar
data was recorded in a cooperative venture between Italian and Chinese researchers: Iuso, et. al.
(1988). Barber and Simpson (1991) used hot-wire anemometry on an untripped model to obtain
velocity-field and turbulence measurements along four cross sections (x/L = 0.6 - 0.9) containing
the primary separation line. Ahn and Simpson (1992) used oil flow visualization to capture the
cross-flow separation and examine the affect that Reynolds number and angle of attack have on it.
Fu, Shekarriz, Katz, and Huang (1992) observed the affects that Reynolds number and boundary
layer tripping had on the leeside flow field. Because of the prolate spheroid's rich set of accumu-
lated data, AGARD (1990) used it as the primary test case for its evaluation of 3D computational
models. Gee and Cummings (1992) expanded on this evaluation by testing Baldwin-Lomax and
Johnston-King models with "3D extensions". The modified models produced better predictions of
separation; but, they also emphasized the need for better experimental data, from which more re-
fined assumptions can be extracted.

4.1 The LDV Data Set

The LDV data set examined in this paper covers a small area near the separation point of a 6:1
prolate spheroid (x/L = 0.7522 - 0.7722, ¢ = 105° - 130°). This data was gathered in the fall of
1992. The data set was expanded the following year to include data at x/L = 0.4 and 0.6.
Chesnakas, Simpson, and Madden (1994) produced a comprehensive catalogue of the LDV data's
characteristics; this catalogue can also be found in the Journal of Fluids Engineering data bank.
The measurement area was chosen based on the oil flow visualization results performed on the
same model by Ahn, et. al (1992) and earlier hot-wire anemometer data taken by Barber, et. al
(1991). These experiments identified the primary separation line within the area covered by the
LDV data. However, later work by Wetzel, et. al. (1997) would show that the true separation lo-
cation occurs further leeward, ¢ = 140° at x/L = 0.77.

The data has been the subject of numerous papers at VPI. An early paper by Chesnakas and
Simpson (1994) showed good agreement between Barber's results and the LDV data presented
here. Barber's hot-wire anemometer data described only the outer boundary layer due to physical
limitations of the instrument; thus, his data could not be used to validate data taken at y* < 100.
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Two other papers by Chesnakas and Simpson (1994b and 1996a) concentrated on the LDV de-
vice and the inner layer data obtained from it. Chesnakas and Simpson (1994a) used the LDV
data to show that the structural parameter a, was related to Reynolds number, flow angle, and po-
sition. They also examined terms in the TKE equation and showed that commonly neglected pro-
duction terms are significant for y*> 100. Chesnakas and Simpson (1996) further expanded the
LDV data set to better observe data in the vicinity of the primary vortex. They discovered that
fluid which lies between the primary vortex and separation sheet has low velocity and low turbu-
lence. As mentioned earlier, Wetzel, et. al. (1997) used the LDV data in a survey of separation-
identification techniques. The LDV data was among the data sets surveyed by Ciochetto and
Simpson (1995) for similarities in V' related Reynolds averaged products.

4.2 Coordinate Systems |
Before discussing the measured flow field, the coordinate systems used in the discussion must be
established. Coordinate system choice is very important in analysis of 3DTBLs because the
stress, gradient, and flow angles have differing directions. Five coordinate systems are used
throughout this paper; they are tunnel coordinates, probe coordinates, body surface coordinates,
free-stream coordinates, and wall-collateral coordinates. All these coordinate systems are or-
thogonal and follow the right hand rule. (See Figures 4.1-4.5 for graphic display of these axis
systems.)

4.2.1 Tunnel Coordinates

The tunnel axis system serves as an inertial reference for the other coordinate systems described in
this paper. The X, axis of the tunnel coordinate system points in the direction of the oncoming
flow. The Y; axis juts upwards, perpendicular to the tunnel floor. The Z axis completes the
right handed system.

Flow

Figure 4-1: Tunnel Coordinates
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4.2.2 Probe Coordinates

The LDV probe measures the flow velocity in three orthogonal directions. These directions de-
fine the probe coordinate system. Since the probe is mounted within the model, this axis system is
fixed to the body. The X, axis and the model axis lie in the same plane, but the X, axis is rotated
45° away. It points into the oncoming flow. The Y, axis lies on this plane, rotated 135° from the
axis. The Z, axis is tangent to the model circumference, directed opposite of increasing ¢. Later
evaluation of the data showed a small V component near the wall at x/L=0.7622 and 0.7522 in
body surface coordinates. V should approach zero. Examination of the probe assembly revealed
a screw that was not properly tightened; this compromised the rigidity of the mount. The added
rotation required to bring V to zero was the same at each x/L station. Apparently, the X axis is
rotated 46° away from the model axis at x/L= 0.7622 and 46.6° away at x/L= 0.7522. This de-
rived misalignment increases the uncertainty of quantities within the X-Y plane of the body-fixed
coordinate systems presented here.

Model
Cutaway

Figure 4-2: Probe Coordinates

4.2.3 Body-Surface Coordinates

This body-surface coordinate system aligns itself with the surface of the model. The Z; axis runs
tangent to the model circumference (in the opposite direction of the probe coordinate Z axis).
The Yy axis points perpendicular to model surface. The X axis follows the curvature of the
model, in the direction of the tunnel flow.
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Figure 4-3: Body-Surface Coordinates

4.2.4 Free-Stream Coordinates

The free-stream coordinate system is obtained by rotating the body surface system about Y.
The X, axis is positioned so that there is no mean spanwise velocity component (velocity along
the Z,, axis) at the boundary layer edge. Therefore, the angle of rotation, 6., equals

tan-l (We/['le)B S*

Z. Yes
V
e
X FS
Model
Cutaway

Figure 4-4: Free-stream Coordinates

4.2.5 Wall-Collateral Coordinates

In the viscous sublayer, the flow becomes collateral (i.e., mean 2D flow). Datum has been taken
close enough to this region that it approximates a collateral flow (see section 4.4.1). This allows
the use of the Spalding continuous law of the wall to estimate the skin friction coefficient (see
sections 5 and D.6). The data shows that the flow angle, o, does not appreciably change until the

13




fourth or fifth data point from the wall. Therefore, the third point from the wall is the reference
from which to base this coordinate system. Like the free-stream axis system, the wall-collateral
coordinate system is derived by rotating the body surface system about Y;. The rotation angle,
B4 equals tan(W,/U,),. This coordinate system is very close the normal stress coordinate sys-
tem used by Olcmen (1991) in analysis of the wing-body junction flow. The normal stress coordi-
nate system aligns its X axis in the direction of the local mean velocity at the y location were u” is
a maximum. For the profiles under study here, that location appears within the bottom three
points. These coordinate systems are good references for the study of the flow characteristics in
the buffer region and log layer.

Z ac YQC
XQC
Model
Cutaway

Figure 4-5: Wall-Collateral Coordinates

4.3 Boundary Layer Regions

In this discussion, the boundary layer will separated into four regions as defined by Kline (1992):
the sublayer (0 <y* < 7-10), the buffer layer (7-10 <y* < 30-40), the log layer (30-40 < y* < 100),
and the wake or outer layer (y* > 100). Collectively the first three regions are considered the in-
ner layer. Much of this paper will focus on data in the buffer layer.

4.4 Characteristics Of The Measured Flow Field

Several methods were used to reduce the raw LDV data into time averaged quantities (mean
flow, Reynolds stresses, and gradients) which were normalized using the skin friction. Velocity
bias in statistical averages of the raw LDV data was corrected using an inverse-of-the-speed
weighting factor proposed by McLaughlin and Tiederman (1973). Spatial bias, a.k.a. gradient
broadening, was corrected using formulas created by Durst, Martinuzzi, Sender, and Thevin
(1992). A Spalding law-of-the-wall equation was used not only to estimate the skin friction, but
also to adjust the wall position which was calibrated using aided, human sight. A detailed justifi-
cation of this post-processing technique is the subject of the next chapter. Velocity and Reynolds
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stress gradients were computed using parabolic fits along five data points. The appendices con-
tain more detailed information about reducing the LDV data set. In particular:

Apbendix A describes the data reduction methods. It discusses corrections for velocity and
spatial bias present in LDV measurements. It includes all of the techniques and for-
mulas used to produce the information displayed in the figures.

Appendix B  describes the uncertainty analysis. Uncertainties are reported for the position,
mean flow, the Reynolds stress tensor, and gradients of the mean flow and Rey-
nolds stress tensor.

4.4.1 General Characteristics

The data set consists of thirteen closely spaced profiles. Thus, the boundary layer edge velocity
changes little in strength and direction across profiles. The free-stream direction, with respect to
body-surface coordinates, decreases with increasing ¢ and with decreasing axial location (x/L).
At profile 105a, the free-stream direction is 16.7°; at profile 125c¢, the free-stream direction is
12.6°. The magnitude of the free-stream velocity (U,) has no discernible pattern; its ratio with re-
spect to the tunnel velocity (U_) varies from 1.015 (at profile 123a) to 1.034 (at profile 125c).
Other boundary layer characteristics experience larger changes across profiles. The boundary
layer thickness (figure 66) increases with increasing ¢ and with increasing x/L. One exception is
the values along x/L = 0.7622; they are larger than those at the other two axial locations given the
same ¢ location. The boundary layer thickness ranges from 0.9 cm for 105a to 1.9 cm for 130a.
The momentum thickness behaves similarly; its values range from 0.12 cm for 105a to 0.30 cm for
130a. The resulting momentum number Reynolds thickness (Re,) varies from 3800 to 9400. The
skin friction coefficient (figure 64) follows the opposite pattern. It generally decreases with in-
creasing ¢ and with increasing x/L. Its value ranges from 0.0029 at 105a to 0.0016 at 130a.

Figures 1-12 present the mean velocity profiles in both wall-collateral coordinates (see section
4.2.5) and free-stream coordinates (see section 4.2.4). These profiles are normalized by the shear
stress velocity. In both coordinates systems, the streamwise velocity profiles (U) monotonically
increase to a peak value at the boundary layer edge. The streamwise profiles are very tightly
packed for y* < 600; thus, they exhibit inner-layer self-similarity. The same is not true for the
spanwise velocity profiles (W). In free-stream coordinates, the spanwise velocity contains a
bulge, a common feature in pressure-driven 3DTBLs. The size and location of the bulge's peak
varies considerably among the profiles. At 105a, the peak spanwise velocity is w* = 1.1 aty* =
32. At 130a, the peak spanwise velocity is w* = 4.6 at y* = 125. In wall-collateral coordinates,
the spanwise velocity monotonically decreases to a peak negative value near the boundary layer
edge. The magnitude of the peak varies from w* = -2.5 at 105a to w* = -12 at 130a. The wall-
collateral profiles of spanwise velocity also exhibit a near-zero value for y* < 50. The flow region
is collateral; i.e., the flow angle remains nearly the same value, zero. This is the reason for naming
the coordinate system "wall-collateral". The Johnston Hodographs (Figures 43 and 44) further il-
lustrate the collateral feature of the near-wall flow. A straight line, starting at the origin, nearly
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connects the first four to six points on the hodograph profiles. The line represents a constant ratio
of W to U; thus, it also represents a constant flow angle. The normal velocity profiles (V) lie
about zero in the inner layer (y* < 100). In the outer layer, V monotonically increases to bound-
ary layer edge (except for profile 105a, where there is a slight drop between points 9 and 10).
Given that V and W are close to zero for y* < 50, the wall-collateral coordinate system is nearly
aligned with streamline coordinates in this region. Thus, U approximates the mean-velocity
streamline.

Figures 13-34 present the Reynolds stress profiles in both wall-collateral and free-stream coordi-
nates. These profiles are normalized by the skin friction velocity. Under both coordinate systems,
u” peaks in the buffer layer. The peak values lie in a small range: 7.0 (at 105a) to 8.2 (at 123b)
for wall-collateral coordinates and 7.0 (at 105a) to 7.8 (at 123b) for free-stream coordinates. v,

by contrast, peaks in the outer layer. The wider range of peak values run from 1.4 (at 105a) to
2.0 (at 130a). w*” also peaks in the outer layer although its peak is less pronounced than the other
two normal stresses. The peak values run from 2.4 (at 105a) to 4.2 (at 125a) in wall-collateral
coordinates and from 2.3 (at 105a) to 3.8 (at 125a) in free-stream coordinates. Thus, u” is the
dominant normal stress in the buffer layer where it can be up to four times larger than w* and an
order of magnitude larger than v. In fact, the Reynolds normal stress is concentrated along a
plane tangential to the wall in the buffer layer. As one moves into the log and outer layers, u” de-
creases as w"” increases and v* climbs dramatically. In the outer layer, w? approaches (and some-
times surpasses) the strength of u”; v grows to slightly less than half the size of u? In the
outer-layer, the Reynolds normal stress, thus, becomes more uniform in space.

The Reynolds shear stresses are nearly an order of magnitude smaller than the normal stresses.
The u'v' stress profiles do not have a clearly distinguishable peak; they appear to remain nearly flat
for 30 < y* < 300, dropping dramatically on either end. Most of the measurements lie between
0.8 and 1.1 in the "flat" region. The remain two shear stresses behave very differently between
free-stream and wall-collateral coordinates. In wall-collateral coordinates, u'w' reaches a positive
peak in the outer layer; then it gradually decreases until it crosses zero in the lower buffer layer.
The peak value of u'w' ranges from 0.17 (at 105a) to 0.74 (at 130a). v'w' does the opposite. It
decreases to a negative peak in the outer layer, then gradually decreases toward zero as one ap-
proaches the wall. Its peak value varies from 0.16 (at 105a) to 0.55 (at 130a). Throughout the
boundary layer u'w' and v'w' are the same order of magnitude, and both are much smaller than u'v'.
In free-stream coordinates, u'w' initially increases to a small positive peak in the outer layer then
drops dramatically to a larger negative peak the lower buffer layer. The negative peak ranges in
value from -0.38 (at 105a) to -2.0 (at 130a). v'w' behaves very differently. It begins with a posi-
tive value and quickly declines to a negative peak in the outer layer. For the majority of profiles,
v'w' crosses zero again in the log layer; it achieves a positive peak in the buffer layer before de-
cline toward zero at the wall. The positive and negative v'w' peaks are same order of magnitude;
v'w' lies between -0.2 and 0.2. The free-stream u'w' becomes larger than u'v', v'2, or w* in the
lower buffer layer; however, u'v' becomes the dominant shear stress in the log and outer layer.
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Figures 35-60 present profiles for a variety of derived quantities: the structural parameter, the ve-
locity defect, turbulent kinetic energy (TKE), Johnston Hodograph, shear stress angle difference,
anisotropy constant, flow angle, shear stress angle, gradient angle, intensity angle, and flow struc-
ture parameter S, (see Appendix A). Many of these quantities have been analyzed in the papers
cited in section 4.1. In particular, Chesnakas and Simpson (1994) discuss the a, parameter, John-
ston hodographs, and TKE. Ciochetto and Simpson (1994) examined the S, parameter. These
derived properties are presented here for completeness and because many are referenced in later
chapters. Some of these quantities are analyzed in the next section for what they indicate about
the three dimensionality of the flow.

4.4.2 Three-Dimensional Characteristics

The main measurements of three dimensionality are the maximum spanwise velocity and the maxi-
mum flow angle, both in free-stream coordinates. The Johnston Hodographs (Figures 43 and 44)
provide the best illustration of the maximum spanwise velocity. The hodographs show that the
spanwise velocity peak grows from ~4% U, at profile 105a to ~13% U, for profile 130a. The
peaks occur between U/Ue of 0.45-0.5 which usually corresponds to a position in the log layer
(30 <y*<100). Figure 49-50 show the flow angle in wall-collateral coordinates. The flow angle
peak grows from ~ -6° at 105a to ~ -19° at 130a. The gradient, shear, and intensity angle also
provide an indication of the degree of three-dimensionality. In 2DTBLs, these three angles are all
zero. Figures 51-56 display the values of these angles in wall-collateral coordinates. The
gradient-angle peak ranges from ~ -14° at 105a to ~ -38° at 130a. The shear stress angle peak
grows from ~ -10° at 105a to ~ -32° at 130a. The intensity angle peak increases from ~ -13° at
105a to ~ -40° at 130a. Of particular interest is the difference between the gradient and shear an-
gles. This difference, illustrated by Figures 45 and 46, reflects the anisotropy of the flow; iso-
tropic flow would have a difference of zero. 2DTBLs are isotropic; most 2DTBL closure models
poorly predict 3DTBL flow features (e.g., separation) because they assume the flow is isotropic.
In the outer layer, the gradient angle lags behind the shear stress angle; however, in the buffer
layer, the opposite is true. Only in the log region does the difference, within uncertainty, come
close to zero.

The anisotropy "constant" is a direct measure of the anisotropy of the flow. Figures 47 and 48
display the anisotropy constant. The flow is nearly isotropic for only a small portion of the
boundary layer (0.05 <y/d < 0.4). Very close to the wall (y/d < 0.04) the anisotropy constant di-
verges rapidly. In fact, the lowest points in the profile frequently had to be extracted from the
plots because they dwarf all other points. Tables 8-1 and 8-2 list the missing points. The anisot-
ropy constant also diverges high in the outer layer (y/06 > 0.5). The last indicator of three dimen-
sionality is the a, structural parameter. For all 2DTBLS, a, reaches a level peak of 0.15. In
3DTBLs, the a, peak is smaller. In the current experiment, the a, peak (Figures 35-36) exists be-
tween 0.09 and 0.12. Overall, the 3D "indicators" verify that the flow field is populated with
3DTBLs of moderate crossflow.
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Chapter 5 The Wall Law Correction

In two dimensional turbulent boundary layers, the friction velocity is a correlation factor that col-
lapses the velocity profiles. The resulting plot of the velocity profiles reveals a function depend-
ent on radial distance from the wall alone. The best approximation to this function, from the wall
to the free-stream, is the Spalding continuous wall law (eqn 5.2). Finding such a correlation for
three dimensional turbulent boundary layers is much desired. Naturally, work has focused on
finding 3DTBL wall laws based on the friction velocity. Olceman and Simpson (1992) provide a
good overview of the proposed wall laws for 3DTBL's and tests them against a number of data
sets. Their conclusion was that no law is adequate for all flows but that the Spalding wall law
worked for a majority in a modified form (eqns 5.3 & 5.4). The work of Flack and Johnston
(1993) and Moin, Shih, Driver, and Mansour (1990) corroborated this find.
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The data for this experiment cannot be directly used to further validate the above results. No skin
friction measurements were taken, and the lowest data point for each profile remained too far
from the wall to obtain a direct calculation of the velocity gradient at the wall. Instead, the cited
results are used as justification for applying the Spalding wall law to the data presented here.
Originally, only the skin friction coefficient was to be extracted. However, observations, detailed
in section 5.1, reveal that uncertainties in the position of the first data point required the applica-
tion of an analytic adjustment. The Spalding wall law can be rearranged to produce the additional
unknown, Ay, the 'wall refinement'. Section 5.2 discusses recent research, which further supports
the idea that application of the Spalding Law to this flow is appropriate. The end result on the
data, described in section 5.3, provides compelling reasons to keep this technique. Section 5.3
also elaborates the flaws with this approach, particularly those that apply to this data set. The im-
plementation details of this technique are found in the Appendix B.6.

5.1 The Case For Wall Refinement

The most difficult uncertainty to quantify is human error. Human error is the dominant uncer-
tainty surrounding the position of the first data point from the wall. As explained in section 3.2,

18



the calibration the position of the measurement volume was done by observation with the aid of a
magnifying lens. The estimated uncertainty, based on measurement volume size, was + 19um.
However, simple analysis of the data reveals that it is much more.

Although no skin friction measurements were made during this experiment, a team of engineers at
Gottingen made direct skin friction measurements on a 6:1 prolate spheroid at a Reynolds number
of 7.2x10° (Kreplin, Vollmers, and Meier, 1985). Rough estimates of the skin friction coefficient

for the LDV measurement locations were derived from the Gottingen data using linear interpola-

tion. Figure 61 displays the interpolated C, values. The difference in Reynolds number between
the two experiments should not translate to a large difference in C. Therefore, the interpolated C,
values will be used to normalize velocity and radial distance in our initial investigation of the flow.
One immediately finds inconsistencies between the velocity and the radial position at the first
measurement point for many of the profiles. The first point falls into the range of 9 <y* < 12;
however, the velocity varies widely, 5 < q" < 11. (Figure 65 demonstrates the erratic behavior of
U,/U,; normalization by u_ was not used to avoid increased uncertainty.) The y* values place the
first point near the laminar sublayer (where q* = y*). Here, q" should hover above nine and the
tangential velocity should be well behaved. The wide range of q* values presents a different pic-
ture. Profile 125¢ displays the most striking disparity. At the first point, y* =9 andq* = 11. The
three neighboring profiles show that " = 8 (123c), q" = 7 (125b), and q* = 6.5 (123b) at the same
position. The most plausible explanation for this inconsistency is human error in calibrating the
wall position.

5.2 Applying The Spalding Law

One characteristic of this flow that supports application of the Spalding law is the existence of a
nearly collateral region in the inner layer (y* < 100). Figures 49 & 50 show the flow angle in wall-
collateral coordinates; the flow angles are close to zero (< ~1°) for y* < 50. Degani, Smith, and
Walker (1993) mathematically demonstrated that 3DTBLs will develop self-similar collateral re-
gions as Reynolds number approaches infinity. However, for finite but large Reynolds numbers,
pressure gradients can cause significant skewing of the flow. This flow does show some skewing
for y* < 50, but the skewing is only slightly larger than the flow angle uncertainty. According to
the results of Degani, et. al., this region of flow should approximately demonstrate self-similarity
for all the LDV profiles.

The channel flow of Flack and Johnston (1993) further supports this position. They demonstrated
the validity of the Spalding relation in the buffer layer (y* < 50) of this pressure driven 3D turbu-
lent flow. The prolate spheroid flow under study is also a pressure driven 3D turbulent boundary
layer; moreover, both flows examined data in which the maximum transverse velocity was less
than 15% of U,. Flack's and Johnston's conclusions should equally apply to this flow.

Both mathematical and experimental evidence show the inner layer of this flow should approxi-
mately follow a law of the wall relation. The Spalding equation was re-arranged to produce two
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unknowns: the skin friction (C,) and the wall refinement (Ay). The coefficients k and E were re-
placed with Cole's constants, 0.14 and 5 respectively (Stanford Conference, 1968). The method
of least squares was applied using the data points in the wall-collateral region (y* < 40) in order to
solve for C, and Ay.

5.3 Results Using Wall Refinement.

Figures 64 & 65 show the final results of applying wall refinement to the flow. Figure 64 displays
C. for all the measurement locations. Figure 65 plots Ay and U,/U,. To judge the success of this

technique, the values of Ay and C, are judged for realism. Then, the effect of the wall refinement

on the plots of a, were examined and compared with the experimental results of Flack and John-
ston (1993).

There is a clear relationship between Ay and the erratic U,/U, plots. The least-squares solution
proportionally shifted the data with respect to the behavior of U,/U,. This behavior is expected;
near the wall, u” = y* to leading order. Ten of the thirteen corrections are negative; i.e., the center
of the measurement volume was above the plexiglass wall when the calibration was done. A very
thin film of residue or spec of dust could blur the beam reflections coming off of the plexiglass
window and cause the human operator to prematurely end the calibration. The method of calibra-
tion involved a moving the measurement volume towards the wall from the outside; thus, the like-
lihood for the measurement volume being above the wall would be greater. Thus, the tendency
for the corrections to be negative is reasonable. The wall refinements fall within the estimated un-
certainty (+ 19 um) for seven of the thirteen profiles and within two-thirds of the measurement di-
ameter (i.e., = 37 um) for all but two of the profiles. The remaining two corrections are larger
than one measurement diameter. The eleven smallest corrections are within reason. The largest
two corrections must be examined more closely.

If the wall refinement technique is sound, then the two profiles with largest corrections (130a and
125¢) must show obvious physical inconsistencies. Profile 130a was the first constructed in the
experiment. As such, it suffered from long delays between measurements of each point while
bugs and experimental procedures were refined. Thus, model expansion due to rising tempera-
tures introduced significant uncertainties in the creation of this profile. Furthermore, early mis-
takes forced the rerun of many points. The first point was among these. The wall position was
re-calibrated for the second run of this point; this was executed hours after the measurement of
the second point. Thus, the distance between these points suffers from large uncertainty. In fact,
the velocity values of these first two points are closer in value than their distance suggests (u* = 6
vs. u'= 7 over a distance y'= 5). This profile contains larger uncertainties than all of the others; in
the remainder of this paper, it is discussed cautiously. The other profile, 125c, is the exact oppo-
site; its points were taken in rapid succession. However, the behavior of its means and Reynolds
stresses only approximates those of its neighbors if the profile is shifted more than one measure-
ment point to the right (+50 pm); the theoretical correction of +72 pum agrees.
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The calculated values of C, provide the first clear evidence that the wall refinement method leads
to more physically consistent results. C, was calculated from the Spalding law both with and
without the wall refinement as an additional unknown. Figure 63 plots C,,, i.e. C; calculated
without wall refinement. Figure 65 shows C,, i.e. C; computed with wall refinement. Included
on these plots are the direct skin friction measurements made by Wetzel (1997) on the same
model at x/L = 0.75. The plot of C,,  is closer overall to Wetzel's data and maintains a similar
moderate change between points. The plot of C,, contains larger jumps between points than the
plot of C,,, ; this is most evident at x/L=0.7522. However, the average of the values for C, o 8t
x/L=0.7522 is closer to Wetzel's data than the same three values for C;,,. The large jumps in C;,
are also not consistent with the plot of C interpolated from the Gottingen data set (Figure 62).
Figure 63 compares C, and C;, with the Géttingen data at x/L.=0.7722. The plot shows that the
C;,, is larger than C,, except at 123a. C,, is also much closer to the Gottingen values than C,,.
With smoother plots and C; values that are closer, as a whole, to both Wetzel's data and the data
from Géttingen, C;, isa better set of C, values than C,.

Plots of a, vs. y* (Figures 35-38) provide more physical evidence in support of wall refinement.
Figures 35-36 were constructed using wall refinement (i.e., C;, and Ay). Figures 37-38 were
constructed without wall refinement (i.e., C., only). The a, curves constructed with wall refine-
ment are more tightly bundled than the curves created without the refinement. Flack and John-
ston (1993) demonstrated that plots of a, vs. y* collapsed for y* < 50. Thus, the plots which
employed wall refinement agree more closely with this experiment than those where the refine-
ment was not applied.

The fact that the evidence thus far favors the wall refinement technique is encouraging. The re-
finements were carried out in the final data reduction. Later findings discussed in the remainder
of this paper will also lend some support for this technique. However, this method invites further
investigation. It must be tested against direct skin friction measurements. And, the method must
be applied to profiles with a greater density of points near the wall; the number of points, which
were available for curve fit in this experiment, was barely sufficient.
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Chapter 6 Octant Analysis

With simultaneous measurements in three orthogonal directions, a unique opportunity exists to
examine the characteristics of a high Reynolds number flow with octant analysis. Octant analysis
was chosen over other statistical techniques because its mean two-dimensional flow cousin, quad-
rant analysis, is the most accurate technique for capturing the ejection event (Bogard and Tieder-
man, 1986). The technique also has the simplest application for the broad range of derived flow
quantities. Statistical analysis techniques, including octant analysis, are used primarily to examine
the near-wall structures. The majority of Reynolds stress production takes place in the near wall
region of the boundary layer. Thus, an understanding of the near-wall dynamics provides the nec-
essary background for discovering computational simplifications. The discussion will focus
mainly on the near-wall region with some mention of outer layer dynamics.

This chapter takes an in-depth look at applying octant analysis to the LDV data. The chapter will
define the octants and the decomposition of the Reynolds stress tensor. As stated in the introduc-
tion, statistical techniques require a structural model as the basis for interpreting the results. The
structural model will be constructed through a review of recent 3DTBL structural experiments
and the common elements of 2DTBL structural experiments. Then, application issues, including
the choice of coordinates system, will be examined. The octant populations and decomposed
Reynolds stress tensor are discussed next. The chapter ends with a detailed analysis of the results
and a comparison with other 3DTBL coherent structure experiments.

6.1 Octant Definitions

Octant analysis separates the measurements into octants of velocity space. Each octant represents
a flow event: interactions, sweeps, or ejections. Table 6-1 presents the definition of each octant.

Table 6-1: Octant Definitions
Sign of
Octant #| v [v' | w' Event I A

1 + | + | + |Interaction
2 - | + | + |Ejection

3 - | = | + |Interaction
4 + | - | + |Sweep |
5 + | + | - |Interaction
6 - | + | - |Ejection

7 - | - | - |Interaction
8 + | -] - 1Sweep I
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The contributions to the Reynolds stress tensor from individual octants may deliver insight into
the mechanics of the separating 3DTBL. Equations 6.1-6.6 demonstrate the results of breaking
the Reynolds stress tensor into eight octants.

77 =Ep() v = el

i (6.1, 6.2)

V2= éﬁj(_ﬁ)i —u'w =.§Bi(—w)1 (6.3, 6.4)

i (6.5, 6.6)

B, is the weighted population percentage for the given octant. The inverse-of-the-speed weighting
factor was used to obtain the velocity statistics (see Appendix A.2). If no weighting factor were
used, then 3, would simply be the number of measurements occupying "octant i" divided by the
total number of measurements. Instead, f3, is the sum of the weighting factor associated with the
measurements populating "octant i" divided by the sum of the weighting factor associated with the
total number of measurements. For example, if the sum of the inverse-of-the-speed weighting for
all measurements at a given location were 50 (seconds/meter) and the sum for only those points
occupying octant 4 were 20 (seconds/meter), then 3, would be 0.4. Figures 104-107 display pro-
files of P, for each octant.

The product of B, and T, (a Reynolds averaged stress using measurements in "octant i") is the oc-
tant's contribution to T. Figures 78-103 graphically display the octant stress contributions for
each measurement location. The figures group the octant profiles by stress (i.e. six graphs, one
for each Reynolds stress, are present for each measurement location). The octant decomposition
for each profile is presented in both wall-collateral and free-stream coordinates. Figures 118-127
plot 7, for a subset of the profiles. These figures also group 7, by stress and present it under both
wall-collateral and free-stream coordinates.

6.2 Establishing The Structural Model

Interpretation of octant analysis requires the construction of a structural model. In this section,
recent 3DTBL structural experiments are reviewed. They form the framework in which the re-
sults are discussed. These studies assume that the structural detail of 3DTBLs does not differ sig-
nificantly from that of 2DTBLs as reviewed by Robinson (1991) and Kline (1992). A summary of
these reviews follows.

The sublayer (y* < 7) is turbulent, not a steady laminar flow. This region of flow is dominated by
unsteady regions of high and low speed velocity called "streaks". The majority of turbulent en-
ergy production occurs in the buffer layer (7 <y* < 30), which is characterized by ejections (u' <
0, v' > 0) and sweeps (u' > 0, v' <0). Ejections are the sudden eruption of a low speed streak
away from the wall. Sweeps are wallward injections of high speed fluid. Ejections and sweeps
are frequently associated with quasi-streamwise vortices (QSVs). QSVs dominate the near-wall
activity in the majority of proposed structural models in the literature (Robinson, 1991). Whether
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all ejections and sweeps occur in the presence of QSVs is not clear. However, the fact that the
majority (~ 80%) of observable sweep and ejection events occur in pairs leads credence to the no-
tion that QSVs are present (Kline, 1992). Recent DNS studies have also demonstrated a strong
relationship beiween sweep-ejection events and QSVs (Robinsion, 1991). Longevity of QSVs
also remains a point of debate. Most of the 3DTBL experiments discussed in this section assume
that QSVs have significant lifespans. Octant analysis cannot determine the longevity of a QSV;
therefore, longevity is given only cursory attention. QSVs occur with either sign of rotation. In
this discussion, two notations are used to categorize QSVs. QSVs are identified by the sign of
their rotation, +QSV (positive rotation) or -QSV (negative rotation). Or, the notation introduced
by Shizawa and Eaton (Eaton, 1995) is used; QSVs are labeled as either "case-1" or "case-2".
QSVs termed "case-1" have the opposite sign of vorticity compared to the near-wall, mean
streamwise vorticity. QSVs with the same sign are labeled "case-2".

A mixture of QSVs and transverse vortices populate the log and wake regions (y* > 100). Large
entrainment eddies dominate the intermittent layer where the boundary layer mixes with the free-
stream flow. These eddies are slowly-rotating, three-dimensional structures; they scale on § in
both the x and z directions. The interaction of the eddy and free-stream flow appears as a bulge.
Valleys capturing high-speed, free-stream fluid exist between bulges; these valleys can span most
of the boundary layer. The valleys potentially initiate the near-wall instability that causes the
ejection/sweep process and the formation of QSVs. This completes a short summary of current
2DTBL structure knowledge. This section continues with a review of 3DTBL structure
experiments.

Chiang and Eaton (1993) examined a rotating disk flow using LDV and flow visualization tech-
niques. They concluded that case-1 and case-2 QSVs occur in equal numbers but that case-1
QSVs produce stronger ejections than their case-2 counterparts. This asymmetry contributes to
the lower production of Reynolds shear stress in 3DTBLs. The reduced strength of QSV-induced
ejections was attributed to interaction between the QSV and the crossflow. This interaction
would deflect some ejections in the spanwise direction, reducing their height. The ejected fluid
experiences a larger velocity difference the higher it rises, and greater velocity differences provide
greater Reynolds shear stress production. Thus, deflection of the ejected fluid by the crossflow
results in lower Reynolds stresses.

Flack and Johnston (1993) used flow visualization to uncover the near wall structure of a channel
flow with a 30° bend. Like the Chiang and Eaton flow, QSVs of both signs appeared in equal
numbers and an asymmetry in QSV ejection strength was present. However, the stronger ejec-
tions were caused by case-2 QSVs, the opposite of the Chiang and Eaton flow. Moreover, Flack
and Johnston proposed a slightly different model for explaining the weakened ejections. The
crossflow convects the QSVs from regions of high mean crossflow to regions of lower mean
crossflow. This causes multiple-QSV interactions which limit the height of the ejection. Flack
and Johnston (1993) also performed flow visualization in a channel with a sharp step that was
swept back 45°. Bubbles were generated at y* ~ 2 and y* ~ 37. Their results were similar to
those of the 30° bend flow. However, the QSV count showed a larger number of case-2 QSVs
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than case-1. They propose that their QSV counting method could have been skewed in favor of
the case-2 QSV.

Flack and Johnston (1995) revisited the 30° bend flow using hydrogen bubble visualization. Bub-
bles were generated at y* =2 and y* = 36. They concluded that QSVs of both types occur with
the same frequency and the same strength in both the 2DTBLs and 3DTBLs. However, the spac-
ing between low-speed streaks was smaller in the 3DTBLs; and the low speed streaks showed
greater stability in the 3DTBLs. This stability and the reduction in Reynolds stresses was attrib-
uted to a lower frequency of ejection events in the 3DTBLs compared with the 2DTBLs.

Fleming and Simpson (1994) performed flow visualization in the near-wall region of a wing-body
junction. Their results were later refined with LDV data in a paper by Fleming, Simpson, and
Shinpaugh (1995). The experiment focused on the behavior of the near-wall streaky structures in
a 2DTBL upstream of the wing body junction and a 3DTBL downstream of the nose. They found
that the inner region flow of the 3DTBL was more stable than that of the 2DTBL; the 3DTBL ex-
hibited lower streak coalescence and division. This led them to conclude that high speed sweeps
do not penetrate as deeply into the near wall region in 3DTBLs. The physical model, upon which
these interpretations were based, was proposed by Simpson and Devenport (1990). Because the
mean flow obtains a third degree of spatial freedom, the displacement mechanism is no longer
constrained to produce ejections with symmetric spanwise strength (in the mean). The low-speed,
near-wall fluid displaced in a sweep event develops a preference for spanwise motion under the
influence of the transverse pressure gradient. Thus, less fluid ejects upward leading to lower Rey-
nolds stresses.

Sendstad and Moin (1992) used direct numerical simulation (DNS) to examine the evolution of a
3DTBL. The 3DTBL evolved from a 2D channel flow experiencing a sudden spanwise pressure
gradient. They identified four mechanisms that suppress the production of Reynolds stresses:

1) Fluid swept toward the wall by case-2 QSVs will not get as close to the wall as in a
2DTBL.

2) Ejections by case-1 QSVs generate lower velocity fluctuations because the fluid
originates at further from the wall than in 2D flow.

3) The streamwise QSVs are tilted with respect to the near wall streaks. The resulting
interaction causes the QSVs to eject high-speed fluid from the high speed streaks rather
than low speed fluid from the wall. This mechanism primarily affects case-2 QSV
ejections.

4) The spanwise mean flow retards near-wall penetration of high speed sweeps produced by
case-1 QSVs.

The first two mechanisms appear shortly after the spanwise pressure gradient is imposed on the
simulated flow. The last two develop and grow in influence as the flow evolves.

Differences exist among the 3DTBL experiments. Flack and Johnston (1993) conjecture that the
difference between their results and those of Chiang and Eaton (1993) may be due to the
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difference in the flow region examined. Chiang and Eaton introduced hydrogen bubbles at a
height of y* ~ 40, the edge of the buffer region. Flack and Johnston introduced hydrogen bubbles
at heights of y* ~ 2 (the sublayer) and y* ~ 36 (the buffer region). On the other hand, Chiang and
Eaton suggest the difference may result from the nature of the flows. The Chiang and Eaton flow
was three-dimensional from inception. The Flack and Johnston flow originated as a two-
dimensional channel flow with three-dimensional effects imposed at the bend. The resultant flow
exhibits "higher three-dimensionality” than the disk flow and may remain in an "adjustment
phase". Chiang and Eaton reference the direct numerical simulation of Sendstad and Moin (1992)
for support of their hypothesis. The DNS study showed that case-2 ejections are stronger during
the initial period of the spanwise gradient imposition; however, case-1 ejections regain some im-
portance as the flow evolves. However, Sendstad and Moin emphasize that the case-1 ejection
remained more greatly weakened by the crossflow throughout the simulation. The flow of
Fleming and Simpson (1994) did not discuss QSVs but focused mainly on the behavior of the
low-speed streaks. Thus, no apparent discrepancy exists between this experiment and the others.
In fact, Fleming and Simpson agree with the conclusion of Sendstad and Moin and Flack and
Johnston (1995). The sublayer in 3DTBLSs is more stable due to a reduction of ejection events.

The background for discussing the octant analysis has been established. The near wall LDV
measurements will be examined for clues about the dynamics of ejections, sweeps, QSVs, and
streaks; only minor attention will be paid to higher regions of the flow field. The differences in re-
sults of recent 3DTBL structural experiments provide specific points of interest for the discussion.

6.3 Application Issues
6.3.1 The Coordinate System Problem

Before examining the octant data for near-wall structure clues